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Obsidian User Manual

Introduction

This document contains the Obsidian 2.0 User Manual and is intended for Obsidian 
platform end-users.

The Obsidian administration guide is available in HTML format in Obsidian's technical 
wiki, along with the rest of Obsidian's technical documentation, which can be accessed 
from http://wiki.obsidiansoft.com

This manual refers to the Obsidian 2.0 Professional Edition.

All features from the Professional Edition are also included in the Enterprise edition.

Obsidian Professional

Commercial edition 
of Obsidian, ideal for 

any organization, 
with all platform 

features available.

Obsidian Core
Open source edition 

from the core of 
Obsidian, for developers 

and investigators.

Obsidian Enterprise
Advanced edition for 

distributed deployments, 
with parallel computing 

and other specialized 
requirements.

http://wiki.obsidiansoft.com/


Obsidian is a Business Service Intelligence & 
Analytics platform for the definition and 
automatic calculation of real-time and historical 
service level indicators for availability, capacity, 
service desk assistance and service level.

Through integration with the organization's pre-
existing data sources (monitoring tools, service 
desk platforms, business appliances, platform 
management environments, etc.) it represents 
service architecture and dependencies.

Introduction

ON-PREMISES & SAAS 
INSTALLATION

On-premises, SaaS or hybrid 
deployment available. Distributed 
architectures are also supported

CORPORATE TOOL INTEGRATION

Easy integration with the 
organization's pre-existing 

monitoring and service desk tools

ITIL/ISO 20000 AND IT4IT 
SUPPORTED

Aligned with ITIL/ISO 20000 
processes and IT4IT value flows

Obsidian PLATFORM



Deployment options

Initial setup of Obsidian

2
Installation and
Initial Setup



The deployment of Obsidian Professional is carried 
out via virtual GNU/Linux (openSuSE) appliances 
distributed in the clients datacentres. The 
appliances don't require internet connection to 
run.

Although Obsidian is usually deployed on-
premises. Cloud platform deployments and hybrid 
on-premises/cloud platform deployments are also 
available.

The recommended approach is to deploy Obsidian 
“near” the data sources that will be used.

DOWNLOAD THE VIRTUAL APPLIANCE
Download the appliance from the following URL:
http://rpm.obsidiansoft.com/appliance/
It requires a PinSAFE username, which will be 
provided by your official Obsidian distributor.

INITIAL SETUP 

1. Integrate appliance in the virtualization 
environment.

2. Start the appliance. The initial setup is 
automatic.

3. Open the appliance IP in a web browser to 
launch the setup wizard.

2. Installation and initial setup

MINIMUM REQUIREMENTS

The minimum requirements for the virtual 
appliance are 2 cores and 4GB of RAM.

DEPLOYMENT IN ESX ENVIRONMENTS

Upon deploying virtual appliances in ESX 
environments, when the virtual environment's 
start-up process is finished, a message in 
green will appear with the IP address 
assigned to the appliance.

Deployment of Obsidian Professional

http://rpm.obsidiansoft.com/appliance/


Obsidian Enterprise incorporates a series of 
additional characteristics, further to those 
available in Obsidian Professional, suitable for 
environments that require a more advanced 
architecture.

VIRTUAL APPLIANCE DOWNLOAD
The download link will be provided by your 
Obsidian sales representative.

INITIAL SETUP
Setup is similar to Obsidian Professional setup:

• Integrate the appliance in the virtualization 
environment. 

• Start the appliance. The initial setup is 
automatic

• Open the appliance IP in a web browser to 
launch the setup wizard.

MINIMUM REQUIREMENTS
The minimum requirements for virtual 
appliances are similar to the Professional 
version, 2 cores and 4GB of RAM. 

However, due to the parallel calulation 
engineincluded in Obsidian Enterprise, 
increasing the number of available cores will 
reduce processing time.

The administration guide for Obsidian 
Enterprise includes analysis of Obsidian 
calculation parallel performance 
https://wiki.obsidiansoft.com/enterprise/paraleli
zacion.

2. Installation and initial setup

Red hat enterprise linux servers

In addition to deploying Obsidian Enterprise via 
virtual GNU/Linux (openSuSE) appliances, it can 
also be deployed in Red Hat Enterprise Linux 7.x 
corporate servers provided by the client.

In this case, the Obsidian repository should be 
configured for RHEL environments:

1. Create /etc/yum.repos.d/obsidian.repo with 
the following content:

[obsidian]
name=obsidian
baseurl=http://rpm.obsidiansoft.com/
redhat
enabled=1
gpgcheck=0

2. Update RPMs and install Obsidian packages:
# yum update -y
# yum install -y obsidian-base 
obsidian-calculate obsidian-
dashboard obsidian-console obsidian-
extra obsidian-data2text

3. Start the initial Obsidian setup:
#/opt/ozona/utils/bin/setupappliance

Deployment of Obsidian Enterprise

https://wiki.obsidiansoft.com/enterprise/paralelizacion.


Obsidian doesn't require internet access to run. 
However, it may be useful to enable remote 
acess or access to external URLs in certain 
circumstances:

Acess to external URLs from the 
Obsidian appliance

We recommend you enable access to standard 
openSuSE and Obsidian repositories 
(http://rpm.obsidiansoft.com) for frequent 
appliance updates.

Remote access to the Obsidian 
appliance

Your official Obsidian distributor can request 
remote access to the appliance via SSH and 
HTTP in order to streamline installation and 
configuration tasks. 

2. Installation and initial setup

Appliance users

Obsidian's presentation layer is an Apache 
environment, meaning any type of authentication 
compatible with Apache will be valid: integration 
with active directory or LDAP, PinSAFE double 
factor security authentication, etc.

Obsidian provides a series of default local users.

Default USERS
User: obsidian (Spanish)
Password: To be requested

User: obsidianEN (English)
Password : To be requested

User: obsidianPT (Portuguese)
Password: To be requested

User: root
Password: To be requested

We recommend disabling the SSH
as root in environments published on the Internet.

Internet access and appliance users

http://rpm.obsidiansoft.com/


2. Installation and initial setup

If the appliance is online, it 
will request an update of the 
Obsidian RPM packages. 

We recommend you update by 
selecting “Run”.

Choose the language and 
client name.

NOTE
For concept tests, you can 
load dummy data  to 
immediately finish the setup.

When logging in for the first time to the web appliance, the initial setup wizard will be automatically 
launched.

Appliance configuration (i)



2. Installation and initial setup

Add the services to be 
included in the scope.

You will be able to revisit this 
at a later date and add more 
services.

Add the location of 
datacentres and offices 
from where transactions 
will be launched. 

You will be able to revisit 
this at a later date and 
add more locations.

Appliance configuration (ii)



2. Installation and initial setup

Configure the current email 
server for notifications

Dashboards and default 
reports are made 
immediately available by 
accessing the appliance IP 
via a web browser.

Appliance configuration (iii)



2. Installation and initial setup

You can then access the console's side 
panel and configure integration with 
corporate monitoring tools. 

The available default tools are:

• Dependencies: To establish 
dependencies between one service and 
another.

• Nagios: Requests for remote Nagios. 
Configured by default for access to an 
Obsidian demo server.

• Local Nagios: Default Nagios 
environment available in the appliance.

• Obsidian webservice: For modeling 
metrics and indicators sent to 
Obsidian's REST webservice.

Upon finishing the wizard, you will be automatically redirected to the modeling console, where 
integrations with corporate data sources can be configured. To do this you need to access the side panel 
by clicking on the last icon of the top black toolbar. 

Appliance configuration (iV)



2. Installation and initial setup

The Obsidian main menu offers a collection 
of the most common shortcut options.

This menu is customizable, allowing you to 
display the most relevant options for each 
client.

If simulation scenarios have already been 
defined, you will also be able to access 
them from this menu. 

Obsidian main menu



3
Service Modeling



Example of a complete service 
which has been pulled from the 
tree on the right.

The CMDB provides all of the 
service CIs.

Existing CIs in the CMDB 
for each service, 
organized by type.

3. Service modeling

KEY FEATURES OF THE SERVICE MODELING CONSOLE
The modeling console consists of three columns: service modeling, characteristics and data sources

Integration of the modeling console with CMDB tools
A CMDB provides service architecture and simplifies the definition and maintenance of modeling.

The last  value from each 
monitor is shown here, in 
order to facilitate 
monitoring of the 
propagation calculation.

CIs and monitors imported 
from other tools are loaded 
here.

The attributes of nodes 
from the tree can be 
updated, whether they 
be monitors or modeling 
nodes.

Service modeling console



3. Service modeling

After running the initial wizard, aside from 
the defined services, an additional service 
is created for Obsidian's own monitoring. 
This is an example service which will be 
used in this manual to illustrate the 
different configuration options.

It is a service comprised of a single 
machine, Obsidian's own appliance with 
different types of monitors:

• At infrastructure level, with availability 
and capacity metrics for the appliance

• At application level, with process level 
monitors and database instance 
monitors.

• User experience, with synthetic 
transactions to check that the Nagios 
local server, the modeling console and 
the Obsidian dashboard are all working 
correctly

• Service desk indicators (dummy data 
for demo purposes)

Example service: “Obsidian monitoring”



3. Service modeling

Example service: “Obsidian monitoring”

Before starting the calculation motor
The monitors (leaf nodes) have no associated values

After starting the calculation motor
The monitors obtain values from data sources

Once services have been modeled, the Obsidian calculation engine should 
be restarted by selecting the following options:

Configuration à Operation à Obsidian Service à Restart



3. Service modeling

CIs and monitors provided by monitoring tools
Example of the integration of CIs and monitors coming from monitoring tools with the model.

Indicators provided by service desk tools
Example of the integration of indicators from service desk tools with the model.

Example of a CI and its 
associated monitors which 
has been pulled from the 
tree on the right. The 
configuration of monitors is 
automatic.

CIs and monitors used in 
more than one service. For 
design reasons, it should 
be avoided.

Indicators show if the 
webservice has any 
recent values, values 
from more than two 
days ago or has no 
monitoring values.

Available CIs and monitors 
that have been used 
previously in a service 
model are shown in grey.

Service desk indicators 
provided by the service 
desk tool for the 
webservice.

Indicators show if KPIs 
have recent values, 
values from more than 
two days ago or have no 
values, for the service 
being modeled.

Example of a set of 
service desk KPIs that 
has been pulled from 
the tree on the right.
Configuration of the 
KPIs is automatic.

Service modeling console



The types of nodes available in the model are 
the following:

• IT Service
• IT Subservice

• Business process
• Infrastructure element
• Application

• Dependency

The first three types allow aggregated indicators 
and impact rules to be shown to different levels 
of granularity, using monitors associated with 
the remaining types of nodes or their own 
monitors.

All nodes represented in the model must 
correspond to CIs from the service architecture 
which are relevant to the aggregate calculation 
of availability, capacity or service level services.

3. Service modeling

The standard node subtypes available in the model 
are the following: 

• Infrastructure element

• Generic infrastructure element
• Device

• Cluster
• Server

• Application

• Application
• Database

• Dependency
• Dependency with no impact
• Major dependency

• Minor dependency

Types of nodes



Any of the model nodes can be associated to the 
following types of monitors:

• Monitor
• Generic monitor, undefined

• Availability monitor
• Capacity monitor

• Synthetic transaction

• Generic indicator
• Service desk indicator

3. Service modeling

Since ISO 20000 processes are used as a base, 
the model focuses on the calculation of 
aggregated availability and aggregated capacity 
for each service.

Analysis should be done to determine whether 
other dimensions of aggregated analysis 
should be considered:

• Performance

• Information security
• Risk
• Cost

• Business impact
• Etc.

At present, those other dimensions may be 
included as part of the analysis, provided that 
they are linked to the availability or capacity 
calculation.

Types of monitors



Accessible via the shortcut node menu:

• Add node as child

• Add node

• Delete node

• Cut node

• Paste node

• Load default IT service structure

• Restore default IT service structure

• Download Tree XML 

• Import Tree XML

• Export monitor configuration

• Export monitor data for simulation

• Set availability propagation criteria

• Set capacity propagation criteria

• Set service desk propagation criteria

• Schedule maintenance/scheduled service break

• Set calendar

• Update monitor definitions

• Force update monitor definitions

• Force service calculation

• Drag & drop between nodes of the same tree 

• Drag & drop between nodes of different trees

• Implementation of changes to all elements of a 
multiple selection.

3. Service modeling

Available features for service modeling



3. Service modeling

Default service structure
The default service structure can be loaded via the 
shortcut:

The default structure is made up of the following 
nodes in the modeling tree:

Agrupación lógica

Agrupación lógica

Subservicio

Base de datos

Servicio de TI

Software

Gestor de bases de datos

Servicio de infraestructura

Organización

Contrato

MySQL-Web

Servidor

Z30ACMEDB01

Servicio de base de datos

Servidor virtual

Samba - Web

Proveedor externo

UC

UC Soporte Infraestructura

Technology Systems

Servicio de infraestructura

Firewalling y VPN - Dublin

Servicios TI relacionados

LAN - Dublin

Virtualización - Dublin

Cliente

SLA

ACME SLA  - IT Services

ACME

BBDD Web BBDD Aplicaciones

Sistema

BBDD  Oracle

MS SQL Server 2008 R2

VS04SQL03

BBDD MS SQL Server

Oracle 10g

CLT_ORA_BD

Servidor físico
VS04ORA01

VS04ORA02

Applications

Servers and 
infrastructure

Agrupación lógica

Agrupación lógica

Subservicio

Base de datos

Servicio de TI

Software

Gestor de bases de datos

Servicio de infraestructura

Organización

Contrato

MySQL-Web

Servidor

Z30ACMEDB01

Servicio de base de datos

Servidor virtual

Samba - Web

Proveedor externo

UC

UC Soporte Infraestructura

Technology Systems

Servicio de infraestructura

Firewalling y VPN - Dublin

Servicios TI relacionados

LAN - Dublin

Virtualización - Dublin

Cliente

SLA

ACME SLA  - IT Services

ACME

BBDD Web BBDD Aplicaciones

Sistema

BBDD  Oracle

MS SQL Server 2008 R2

VS04SQL03

BBDD MS SQL Server

Oracle 10g

CLT_ORA_BD

Servidor físico
VS04ORA01

VS04ORA02

Business processes

Dependencies

IT subservices

IT systems

Modeling criteria



3. Service modeling

Agrupación lógica

Agrupación lógica

Subservicio

Base de datos

Servicio de TI

Software

Gestor de bases de datos

Servicio de infraestructura

Organización

Contrato

MySQL-Web

Servidor

Z30ACMEDB01

Servicio de base de datos

Servidor virtual

Samba - Web

Proveedor externo

UC

UC Soporte Infraestructura

Technology Systems

Servicio de infraestructura

Firewalling y VPN - Dublin

Servicios TI relacionados

LAN - Dublin

Virtualización - Dublin

Cliente

SLA

ACME SLA  - IT Services

ACME

BBDD Web BBDD Aplicaciones

Sistema

BBDD  Oracle

MS SQL Server 2008 R2

VS04SQL03

BBDD MS SQL Server

Oracle 10g

CLT_ORA_BD

Servidor físico
VS04ORA01

VS04ORA02

Recommendations

• All model nodes –which are not monitors- should be included in the service diagram.

• The model does not need to reflect dependencies as “parent-child” relationships between 
applications and servers that contain them, as it is not relevant for the calculation.

• The elements identified in the service diagram for each ‘Subservice’ will be modeled as 
components of an independent service

Modeling criteria



Recommendations

• The elements identified in the service diagram for each ‘System’ will be modeled within the ‘IT 
Systems’ node. In this way, this node will become a model sub-tree within the main service, with its 
own default modeling structure.

3. Service modeling

• Both physical services and virtual services will be modeled within the “Servers and infrastructure” 
node without considering its type.

• In the “Dependencies” node, all services that impact the service model in a major or minor way will be 
pulled. 

• Only IT Services and IT Subservices identified in the service diagrams will be modeled.

Modeling criteria



For both availability and capacity, each node may 
have a different propagation of criticality rule.

3. Service modeling

Default propagation rules
• Fixed: propagates a fixed value, without 

considering its child components

• Best child: propagates the value of the best 
child

• Worst child: propagates the value of the worst 
child

• Simple redundancy: returns the best value from 
the inner nodes

• Forewarned redundancy: returns the best value 
from the inner nodes, but lowering its value

• Linear cumulative
• Exponential cumulative
• Weighted cumulative

Propagation of criticality rules



4
Defining Dashboards, 
Displays and Metrics



For each service, a real-time calculation of the 
most important aggregated indicators is 
provided: 

• Service availability

• Service capacity

• Quality of attention received by users
(service desk)

• And, as a calculation of the above, numeric 
quantification of service level.

4. Defining dashboards, displays and metrics

Four values are shown for each indicator:

• Real-time value and area it corresponds to

• Average daily value

• Trend line
• Last 12 monthly values (default)

• Last 30 daily values
• Last 24 daily values

Grey hand: Average 
daily value

Last 12 monthly values, 
showing first, last, 
maximum and minimum

Area that the real-time 
value belongs to 
(adequate, warning, alert)

Black hand: real-time 
value

Main service indicators



For each service, a real-time calculation of the 
most important aggregated indicators is 
provided: 

• Service availability

• Service capacity

• Quality of attention received by users
(service desk)

• And, as a calculation of the above, numeric 
quantification of service level.

4. Defining dashboards, displays and metrics

Four values are shown for each indicator:

• Real-time value and area it corresponds to

• Average daily value

• Trend line
• Last 12 monthly values (default)

• Last 30 daily values
• Last 24 daily values

Example of 
unavailability in the 4th 
month of a series

Example of how 
occasional unavailability 
can affect daily averages

An unavailability means more 
service desk calls and a lower 
customer service ratio

Example of a worrying 
trend despite there 
being no alerts

The average daily value 
is at its lowest level for 
the year

Main service indicators



The values calculated in the model tree at node root level, correspond to service level aggregated 
indicators.

MODEL CORRESPONDENCEà DASHBOARD 
INDICATORS

4. Defining dashboards, displays and metrics



Defining dashboards

4. Defining dashboards, displays and metrics

You can create as many dashboards as you like. 
Each is accesible by using its name as a 
parameter:

http://…/obsidian/dashboard/?view=operational

Default configuration includes the following 
dashboards:

• Operational dashboard 

• Tactical dashboard 

• Strategic dashboard 

• Service specific dashboard example 
(Obsidian Monitoring service)

• Process specific dashboard example 
(Capacity)

Dashboards can also be accessed using 
shortcuts in the main menu

DASHBOARD SHORTCUTS

Dashboards are also accessible from the 
menu once advanced setup has been 
configurated



4. Defining dashboards, displays and metrics

This section shows the default design for 
all main Obsidian dashboards:

• Dashboards are organised in tabs

• Tabs are organised in sections (rows)

• And sections are made up of elements

This is the definition of default dashboards:

STRUCTURE OF DEFAULT DASHBOARDS



Each dashboard can have as many tabs as desired

Each tab is shown in a 4x3 grid space (without scroll) or 4xX (with scroll)

4. Defining dashboards, displays and metrics

On Full HD or higher resolution screens, two 4xX columns will be shown. 

If the number of services is more than 8, automatic rotation of services can be configured.

tab definition · organization of elements



Despite the grid displaying 4 elements per row, it 
is also possible to show 1, 2 or 3 elements per 
row.

Many different types of elements can be used to 
represent the indicators.

The same metrics and indicators can be 
visualized in multiple ways. In the following 
figure, the data shown in all three rows is the 
same.

4. Defining dashboards, displays and metrics

tab definition · types of elements



Default patterns usually will have 0, 1 or 2 
metrics + progress chart (automatic update 
every X minutes)

Combination of a service indicator row + specific 
service metrics rows

Parsing one same metric, various values and the 
maximum reference value can be extracted

4.  Defining dashboards, displays and metrics

tab definition · default patterns



The three rows shown in the 
following figure represent the 
same data, with different 
visual presentations.

Indicator thresholds have not 
been defined.

The same data shown with 
custom thresholds

Different ways of defining the same metrics



5
Configuration and 
Administration



Reference manual

5. Configuration and administration

REST API documentation

Obsidian's technical documentation includes a complete reference manual, 
how-to's for more common activities and REST API documentation.

Reference manual



6
Integration with Data 
Sources



Primarily there are two integration 
mechanisms:

• Active integration: 
• Via Obsidian's active access to databases 

or the tool's web services.
• Suitable for tools that provide data  for 

numerous monitors and raw data, such as 
monitoring tools.

• Passive integration:

• By sending indicators to the Obsidian Web 
Service.

• Suitable for service desk tools and other 
tools that occasionally send data or 
processed metrics.

NOTE
Documentation on integration with data sources 
is included as part of Obsidian's technical 
documentation and is not included in this user 
manual.

6. Integration with data sources

Integration mechanisms



7
Simulation Scenarios



7. Simulation scenarios

Simulation scenarios can be 
activated from the Obsidian 
appliance main menu, once 
demo data has been loaded.

In addition to default 
simulation scenarios, which 
are used for demos and 
training, it's also possible to 
define your own simulation 
scenarios, simulating any 
unavailability or service level 
alert, CI or monitor.

There are 3 default scenarios 
which you will see in the 
following pages.

The last scenario marked 
with a sun shows normal 
performance without any 
active simulation scenario.

Configuration of simulation scenarios



7. Simulation scenarios

There are multiple alerts in the service 
infrastructure. However, they don't affect 
the services, which remain at an adequate 
service level.

OBJECTIVES

Show how availability management based on 
infrastructure alerts does not always show a 
realistic overview of services.

Scenario activation

Scenarios are activated from the main menu:

1. Load the         simulation scenario in the 
appliance main menu.

2. Access the Strategic dashboard (Business 
view)

3. Access the Operational dashboard 
(Technical view)

Key points

• There are various services with alerts

• However, none of them are causing impact 
at service level

Scenario 1 · multiple alerts



The Dublin datacentre firewalls have been 
reconfigured and an error has occurred 
meaning that traffic is being redirected, 
impeding the correct external routing.

OBJECTIVES

Show how an element's unavailability causes 
the unavailability of a service and how that 
affects many dependant services.

Scenario activation

The scenario is activated from the main menu:

1. Load the        simulation scenario in the 
appliance main menu

2. Access the Strategic dashboard
(Business view)

3. Access the Operational dashboard 
(Technical view)

Key points

• There are multiple impacted services

• However, only one service is affected, 
which is the ”firewalling and Dublin VPN”

• And from this service, only the firewall is 
down

7. Simulation scenarios

Scenario 2 · firewall disabled



The Dublin datacentre firewalls have been 
reconfigured and an error has occurred 
meaning that traffic is being redirected 
impeding the correct external routing.

OBJECTIVES

Show how an element’s unavailability causes 
the unavailability of a service and how that 
affects many dependant services.

Scenario activation

The scenario is activated from the main menu:

1. Load the         simulation scenario in the 
appliance main menu

2. Access the Strategic dashboard
(Business view)

3. Access the Operational dashboard 
(Technical view)

Key points

• The webs have a minor capacity problem

• At a technical level, the only affected 
service is the “Tomcat” service

• And from this service, various machines 
from the “Tomcat” cluster have 
performance problems.

7. Simulation scenarios

Scenario 3 · pro-active capacity management
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Architecture



8. Obsidian architecture

ADVANCED TOOLS

MANAGEMENT OF HISTORICAL DATA

CALCULATION MOTOR

Internal representation of the model

DASHBOARDS

Standard

Simulation of continuity scenarios

Mobile TV

Real-time calculation

Calculation of historical data/statistics

Storage of historical data/statistics
SERVICE DESK INPUT

Web service for service desk input

MONITORING INPUT

Connectors (SCOM, Nagios, Zabbix, etc.)

SERVICE MODELING

Console for service modeling

Real-time input interface (web service)

MONITORING DATA OUTPUT

Real-time output interface (web service)

Historical data output interface 
(web service)

ALERT AND NOTIFICATION MANAGEMENT

Correlation of variables and BI

Obsidian AnalyticsManagement of alerts and notifications

MANUAL INPUT

Module for manual data inputting

Data2Text

Obsidian architecture
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